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Rough outline

1. Define the noising (forward) process q(x_t | x_t-1) using a normal
2. q(x_t|x_0) can be written as a normal
3. q(x_t-1|x_t,x_0) can be written as a normal
4. Write lower bound of the log likelihood of a datapoint using the 

reverse process p_theta(x_t-1| x_t)
5. Simplify this lower bound by considering the different terms, L_T, 

L_t-1, L_0
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Write lower bound of the log likelihood



Main steps to get lower bound of log likelihood
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